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Why We Wrote this Book The purpose of this book is to give you an understanding of how large] distributed

[ hetero- geneous computer systems can be made to work reliablv(] In contrast to the often complex methods of
distributed computingl] it presents a distributed system application development approach that call be used by
mere mortalsC] WhY then doesn't the title use a term like dis- tributed systems] high reliability

O interoperability,or client-server(]

Why use something as prosaic as transaction processing]

a term that for many people denotes old-fashioned[] batch- oriented[] mainframe-minded data processing]

The point is-and that'S what makes the book SO long[] that the design] implementationJ] and operation of large
application systems[] with thousands of terminalsC] employing hundreds of computers[]

providing service with absolutely no downtimel[J cannot be done from a single perspectivel] An integrated[] and
integrating[] perspective and methodology is needed to ap[]

proach the distributed systems problemd Our gOal is to demonstrate that ffansactions provide this integrative
conceptual frameworkJ and that distributed transaction-oriented operating systems are the enabling technology
0 The client-server paradigm provides a good way of structuring the system and of developing applications] but it
stiil needs transactions to con- trol the client[J server interactionstJ In a nutshelldJ without transactions

[ distributed systems cannot be made to work for typical realC] life applications[] This is not an outrageous claim
[ rather it is a lesson many people——system implemen- tors[] system owners[] and application developers-have
learned the hard way[] Of coursel] the concepts for building lurge systems have been evolving for a long timel In
factl] some of the key ideas were developed way back when batch processing was in full swing[ but they are far
from being obsolete[] Transaction processing concepts were conceived to master the corn- plexity in
single-processor online applicationst] If anything[d these concepts are even more critical now for the SUCCESSful
implementation of massively distributed systems that work and fail in much more complex ways[
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PART ONE -The Basics of Transaction Processingl INTRODUCTIONO [0 1.1 Historical Perspectiveld] [1 1.2
What Is a Transaction Processing System? [0 [0 1.2.1 The End User's View of a Transaction Processing System
1.2.2 The Administrator/Operator's View of a TP System  1.2.3 Application Designer's View of a TP System
1.2.4 The Resource Manager's View of a TP System  1.2.5 TP System Core Services] [J 1.3 A Transaction
Processing System Feature List  1.3.1 Application Development Features  1.3.2 Repository Features  1.3.3
TP Monitor Features  1.3.4 Data Communications Features 1.3.5 Database Features 1.3.6 Operations
Features 1.3.7 Education and Testing Features 1.3.8 Feature Summaryd O 1.4 Summaryd O 1.5
Historical Notes  Exercises  Answers[] 2 BASIC COMPUTER SCIENCE TERMINOLOGYO J 2.1
Introduction  2.1.1 Units[J [J 2.2 Basic Hardware 2.2.1 Memories 2.2.2 Processors 2.2.3
Communications Hardware  2.2.4 Hardware Architecturest] [J 2.3 Basic Software---Address Spaces,
Processes, Sessions  2.3.1 Address Spaces 2.3.2 Processes, Protection Domains, and Threads 2.3.3
Messages and Sessions[] [1 2.4 Generic System Issues 2.4.1 Clientsand Servers 2.4.2 Naming 2.4.3
Authentication  2.4.4 Authorization 2.4.5 Scheduling and Performance 2.4.6 Summaryd [0 2.5 Files
2.5.1 File Operations 2.5.2 File Organizations 2.5.3 Distributed Files 2.5.4 SQLO O 2.6 Software
Performancel] [J 2.7 Transaction Processing Standards  2.7.1 Portability versus Interoperability Standards
2.7.2 APIsand FAPs 2.7.3 LU6.2,adefacto Standard 2.7.4 OSI-TP with X/Open DTP, a de jure Standard
000 2.8 Summary Exercises AnswersPART TWO The Basics of Fault Tolerance[J 3 FAULT TOLERANCE
00O 3.1 Intreduction  3.1.1 A Crash Course in Simple Probability  3.1.2 An External View of Fault
Tolerancell O O O OO PART THREE-Transaction-Oriented ComprtingPART FOUR-concurrency
ControlPART FIVE-RecoveryPART SIX-Transaxtional File System:ASample Resource ManagerPART
SEVEN-System SurveysPART EIGHT-AddendalNDEX
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[0 O O Key-sequenced placement stores the records sorted in key order[d Key sequencing clusters related records
together and allows sequential scanning of records in sorted order[] Earlier sections of this chapter point out the
benefits of this clustering and sequential ac- cess to datal] WWhen a new record amves(] its key is computed and the
record is placed near records witll related keys[] Record insertion is a little expensivell but there are inge- nious
algorithms that make it competitive with hashing[d Given a key valuel1 it is easy to find the record by using binary
search on the file or by using some indexing structure[] It is often desirable to associatively access a file via two
different keys For example[d it is often convenient to access employees by either name or employee number

(I Suppose the employee records are stored in an associative file keyed by employee number] empnol] [0 Then a
second associative file[] keyed by employee namel] empnamel] [I could store a record of the formfor each record
in the employee fileI By first looking in this second file under the empname key to find the empnolJ and then
using this empno to associatively access the employee fileI the system can fairly quickly find the desired employee
record[] Such index files are called secondary indicesl It is often convenient to think of the direct address of a
record as its key[ If this is donel then secondary indices can be defined on direct files as well as on associative files
[J Most systems allow file designers to define many secondary indices on a base file[] The file system automatically
maintains the records in the secondary indices as records are in- serted into[] updated inJ and deleted from the
primary filed Of coursel] the definition of the secondary index must be stored in the file descriptorl] When a file is
first openedl the descriptor is read bv the server(] and all subsequent record operations on the file cause the
relevant secondary indices to be used and maintainedJ 2[] 50 3 Distributed Files Parts of a file mav be distributed
among servers in a computer networkd This distribufion can take two forms[ The files can be partitioned

[ fragments of the file are stored in different nodes[] [1 or the files can be replicated] the whole contents of the
files are stored at several nodes[] [ The definitions of partitioning and replication are fairly simpled A file is
broken into fragments by declaring the key boundaries of each fragmentd All records within that key range belong
to that fragment For example[ if a file is keyed by sales region and customer numberJ then the file might be
fragmented by regiond with each region having a separate fragment[] These fragments might be partitioned
among the computers of the various regionsC] with each region storing the fragment for that regiond In addition
(I all the fragments might be replicated at central headquartersC] The descriptor of each fragment contaias a
complete description of the entire file[]

When a client opens the file[J the file system looks at the descriptor and thereby knows about all the fragments

[0 When the client issues a read-by-key[1 the request is dispatched to one of the servers managing that fragment

[J When the client issues a record insert[] delete[] or update Op[J eration[] the request is dispatched to all servers
managing the fragment that holds the record] Associated secondary index reads and writes are handled similarlv
O
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